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Introduction

Audience

Welcome to the FAStT Storage Manager Demo Guide.

The audience for this demo guide are technically-oriented members of the sales
community who wish to understand more about how the FAStT Storage Manager works.
This guide is also for members of Field Sales wishing to use this tool to demonstrate
capabilities of the FAStT Storage Manager.

Goals of this Document

During the sales cycle, the FAStT Storage Manager Demo can be a powerful tool in
demonstrating how quickly and easily IBM storage subsystems can solve business
problems.

This document fulfills two goals:

e To familiarize you with the workings of the FAStT Storage Manager Demo software.
This goal is addressed by the two sections:

e “Getting Started” on page 3: This section guides you through the process of
installing the FAStT Storage Manager Demo software and setting up a baseline
environment

e “FAStT Storage Manager ” on page 13: This section further explores the FAStT
Storage manager functions, providing tutorials for setting up and using both basic
and premium features.

e To enable you to put together a demo of the FAStT Storage Manager product for your
prospects, and customers that is tailored to their business needs and storage
requirements.

“Putting Together An Effective Demo” on page 57 addresses this goal through the
presentation of a series of typical business and sales scenarios.

New for this Version
New for this version of the demo guide, FSM 9.1 adds support for Remote Mirroring for

the FAStT600 Turbo. In addition, Remote Mirroring includes asynchronous mirroring as
well as asynchronous mirroring with write order consistency.

Users of Earlier Versions

The basic functions described in this demo guide apply to all versions of the FAStT
Storage Manager beginning with 8.0.
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Introduction

Users of FSM versions previous to 8.4 will find that the VolumeCopy premium feature is
not supported - it is available only with 8.4 or beyond.

FSM 8.41 adds support for the EXP100 Drive Expansion Unit which supports Serial ATA
(SATA) drive technology.

FSM 8.42 adds support for the FAStT100 which offers SATA drive technology.

2 FAStT Storage Manager Demo Guide



Getting Started

Background Information

The FAStT Storage Manager (FSM) Demo was originally designed for use in testing
environments as a stand-alone simulator of FSM functions. With each revision of FSM,
the demo program has been updated with new features.

To prevent accidental access to or corruption of critical data, the FSM Demo does not have
the ability to access actual storage subsystems.

Prerequisites

The FSM Demo program runs on Windows 2000 environments. Other environments have
not been tested nor are they approved for use.

Loading the software

The FSM Demo program is available from a variety of sources (CD, web, etc.) and comes
in the form of a self-contained executable file.

Executing this file creates a folder named in the form of SMclientDemo9910G505. This
folder contains all necessary files to install and establish the FSM Demo in a new folder on
your system.

In the SMclientDemo09910G505 folder, run the setup.exe program to install the demo. The
installation process creates a separate folder for the demo. The new folder is named
SMDemo.

To start using the FSM Demo, simply go to the SMDemo folder and execute the batch file
named RunDemo. RunDemo executes a series of commands to start the demo
environment.

You’re ready to go!

NOTE When the installation of the FSM Demo is completed, it is not necessary to reboot
your system before executing the RunDemo batch file.

FAStT Storage Manager Demo Guide 3



Getting Started

Exploring the FSM Demo Program

Executing SMDemo.bat starts a Java session with the FSM Demo program. You’ll see a
splash screen identifying the FSM demo followed by the opening screen:

{i}11BM FASET Storage Manager 9 (Enter

(o] x|
Edit View Tools Help

PR RY
l;[;:I_.__rs:l Matne |Type| Statuz Metwark Mansgement Type | Cormmert

il Initial Automatic Discovery x|

The Enterprize Management Window is not configured to monitor
of manage sny devices.

Select Yes to begin an automatic discovery on the local
E[ﬂ sub-netwaork; this may take several minutes. Select Mo to bypass
the automatic discovery process.

If you select Mo, you can stil use the Edit==Add Device option to
mahually add the devices.

o | Help |

o | l

The Initial Automatic Discovery dialog box is intended to search for FAStT storage
subsystems on the local network. For our demo purposes, the demo program simulates
four preconfigured storage subsystems.

Click the Yes button to use the four preconfigured storage systems. You will then see the
Enterprise Management window describing the four configurations:
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.................................................. Exploring the FSM Demo Program

{iil IBM FASLT Storage Manager 9 {Enterprise Management) : =101 x|
Edit Wiew Tools Help
BV [JH] Y .
[Mame | Type Statuz Metweork Managemert Type I Com...l
B in-Band starage Subsystems FAStT 00 Configured 5'2' Meeds Aftertion In-Band (rafi
FASIT 600 Configured [ (9% Optimal In-Bard (r3))
FAST 900 Unconfigured [ 3% Optimal In-Biand (rsf)
FASIT 100 B Owoptimal In-Biand (rsl)
@ |D\scovered hast rel and attached starage subsystems I““

The four storage subsystems are configured as follows:

e FAStT 900 Configured — four drive enclosures with all of the FSM premium features
enabled. There are several storage arrays configured using different RAID levels. Note
that the status for this subsystem requires attention and is noted with a red icon.

e FAStT 600 Configured — one drive enclosure and four arrays with only the Remote
Mirroring premium feature enabled.

e FAStT 900 Unconfigured — two drive enclosures, with no defined arrays and no FSM
premium features enabled.

e FAStT 100 - one drive enclosure with one array and no FSM premium features
enabled.

For our exploration of the FSM Demo, we’ll use the first storage subsystem configuration,
FAStT 900 Configured.

Select the FAStT 900 Configured configuration by double-clicking it in the right panel.
This displays the Subsystem Management window:
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Getling Started .. ... ...

£2 FASET 900 Configured - IBM FASET Storage Manager 9 (Subsystem Management)
Storage Subsystem  Wiew Mappings Array  Logical Drive  Controller  Drive  Advanced  Help

[ | & 8| %)

@ LogicalPhysical View I % Mappings View
Logical

1 FASET 900 Configured

B Total Unconfigured Capacity (2 444 GB)
% Array 1 (RAID 1)
% Array 2 (RAID 3)
% Array 3 (RAID 5)
% Array 4 (RAID 5)

Phyysical

=10lx]

rContraller Enclosure 0()
s [E 1=E | I
5 [E 1=F =

rDrive Enclosure 1 (Fibre)

= BgBRUUABRALALY »

GG

The menu bar of the Subsystem Management window provides access to all the
components and functions of the FAStT storage subsystem:

Storage Subsystern  Wiew  Mappings  Array  Logical Drive  Controller  Drive  Advanced Help

where:

e Storage Subsystem provides access to:

e Premium features

e Remote mirroring

e Performance monitoring

e Recovery Guru

e View provides access to:

e Physical view of the system

e Mapping of logical drives to hosts

e Event logs

e Mappings allows:
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e Defines, moves, and changes to logical drives
Array allows changes to:
e Create logical drives
e Add free capacity
¢ Initialization
Logical Drive provides the ability to:
e Create, initialize, delete, rename
e Volume Copy
e Remote Mirror
e Flash Copy
Controller allows changes:
e Set Online/Offline
e Run Diagnostics
Drive allows changes:
e Initialize, reconstruct, revive
e Hot spare
Advanced allows
e Firmware downloads

e Persistent reservation

Exploring the FSM Demo Program

Just below the menu bar are icon shortcuts to more popular options.

B[ =) % =l %

From left to right, the icons are:

Create new logical drives
View diagnostic event log
Monitor performance
Recover from failures
Find node in tree

Launch Copy Manager
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Getting Started

Below the icon shortcuts are the tabbed views for Logical/Physical View and Mappings
View.

The first tab, Logical/Physical View, provides a visual display of the arrays: where the
drives are located and the logical drives created from these arrays.

FASET 900 Configured - IBM FASET Storage Manager 9 (Subsystem Management) = | m] 1'
Storage Subsystem  Wiew  Mappings  Array  Logical Drive  Controller  Drive  Adwanced  Help

|| | e =] 85 =
B LogicalPhysical View | 5 Mappings view

Logical Physical

°"T Storage Subsysterm FASET 900 Configured

rCaontroller Enclosure 0()

[Z) Total Unconfigured Capacity (2,444 GE) A9 E = [ E EI
- 1) 5 o[E 1=F i

rCrive Enclosure 1 (Fibre)

~ BEBBUUBREALEAUY w
[ shared (50 58) >

% Array 2 (RAID 3) rCrive Enclosure 2 (Fibre)

&y rrovacea0s = JBEBBUBBLUBALUY =
%Arrayét(RAlD 5 9

[ Markating (50 GE)

3 Test (34 5B

rCrive Enclosure 3 (Fibre)

< BUBBREO00RRO00

rCrive Enclosure 4 (Fibre)

= BEJUBUUBUEERUUL m

oo cIa)

The second tab, Mappings View, provides a view of how each logical drive is mapped to
a host:
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.................................................. Exploring the FSM Demo Program

EZ= FASET 900 Configured - IBM FASET Storage Manager 9 (Subsystem Management) ]

Storage Subsystem Yiew Mappings Array Logical Drive  Controller Drive  Adwanced  Hel)

NEEREE &

@ Logical/Physical View Ei Mappings View |

Topology |Defined Mappings
Logical Drive Name Accessible By I LUK I Logical Drive Capacity I Type |
ndefined Mappings I% IFventary Default Group a 10GE Standard
% InvertaryE Default Grougp 1 10GE Standard
E-E eiautiCieL % Irvertary2 Host Groug Main a 10GE Standard
[‘]‘IE ﬁ Hast Graup kain % Irrvertaryd Host Group bain 1 10GE Standard
B [ Host kilian % Invertorys Host Graup hain 2 10GE Standard
IJ:'|—! Host Ports % Marketing Host Killiat 3 S0GE Standard
% Test Host Killian 4 84 GB Standard
t:“m Port C¥C_FIBRE_000 [ Encineering Hast Killan 5 400 GB Standard
Host Port CYG_FIBRE_001 % Invertorys Host Killian B 10GE Standard
E Host Kondar % Backup1 Host Souare 2 20 GE Standard
é_! Host Ports % Eackup? Host Souare 3 20CGE Standard
|_! % Backup3 Host Souare 4 20GEB Standard
Host Port CYG_FIBRE_000 B Backups Host Souare 5 2068 Standard
= B ﬁ Host Sguare
-89 Host Ports

Host Port CviG_FIBRE_000
Host Port CviG_FIBRE_001

Host Port CviG_FIBRE_002

=

Returning to the Physical View, clicking on any of the array icons displays the logical
drives defined for that particular array. In this example Array1 has four logical drives —
Engineering, Marketing, Test, and Shared:

RAID 1)

@ Engineering (400 GE;
@ marketing (50 GBE)
@l Test (24 cE

@l shared (50 GE)

In the right panel are the controller and the drive enclosure objects. Clicking on an item
within the respective objects enables access and control of the specific device or
controller.

In general, selecting an object (array, logical drive, controller, drive) and right-clicking
pops up a list of commands associated with the object. The same control is also achieved
by using the equivalent menu selection item. For example, right-clicking a logical drive in
arrayl is the same as clicking on the Logical Drive menu option.

The examples below show that right-clicking of a storage object pops up a list of allowed
functions for that object:
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Getting Started

Copy Manager...
8 Tatal Unconfigur Vigw Profile
% Array 1 (RAID Locate ]
{3 Engineering | Configuration »
a Marketing (51 Premiumn Features »
a Remote Mirroring ]
Test (84 GB;

il 1 Recovery Guru.. .

@ shared (50 ¢ Moritor Performance. ..
% Array 2 (RaD Change »
% Array 3 (RAID Set Controller Clocks.,..

R
% Array 4 (RAD: e
Exit
Locate
a Engine Change ]
@ verke add Free Capacity (Drives)...
a Test( Delete...

{3 shared (50 oE)

Cortraller Enclosure 01

N | .
‘iew Associated Components
R e e 5
Properkies
Drive Enclosure 1 (Fibre)
[ BBEARMNNBEEARABNEBRNN n..||

10
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.................................................... Setting up a Demo Environment

Setting up a Demo Environment

The FAStT Storage Manager Demo is self-contained and runs on virtually any Windows
2000 system.

With the four pre-configured storage subsystems, you can select the appropriate storage
subsystem as the basis to demonstrate features. For a simple but comprehensive walk-
through of the FAStT environment, the FAStT 900 Configured storage subsystem is ideal.
It contains several drive enclosures, a number of logical drives, and all of the premium
features are enabled.

The second pre-configured storage subsystem, FAStT 600 Configured, is ideal for
demonstrating the FAStT600 Storage Server.

The FAStT 900 Unconfigured storage subsystem is suitable for any in-depth exploration
of the FAStT Storage Manager feature set. Nothing is defined for the subsystem, so it can
serve as a basis for developing all the arrays, logical drives, and enabling premium
features that the FAStT 900 Configured storage subsystem contains.

The fourth configuration, FAStT100, showcases the new SATA FAStT Storage Server.
There is a single array with two logical drives and free capacity.

In consideration of the kind of demo environment you wish to set up, be sure to read the
following section, “FAStT Storage Manager ”, to familiarize yourself with the manner in
which the basic and premium features are accessed and defined.

You may also wish to read “Putting Together An Effective Demo” on page 57 to see how
to customize the demo for your customer’s business needs and storage requirements.
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FAStT Storage Manager

This section covers both basic and premium features of the FAStT Storage Manager
(FSM):

e Basic Features
e Logical Drive Creation
e Dynamic Array Expansion
e Dynamic RAID Migration
e Performance Tuning

e Premium Features
e FlashCopy
e VolumeCopy

e Remote Mirroring

NOTE The examples shown in this section are based on the FAStT 900 Configured
storage subsystem described in “Getting Started” on page 3.

FAStT Storage Manager Demo Guide 13



FAStT Storage Manager

Logical Drive Creation (Basic Feature)

The FAStT Storage Manager provides an easy-to-use wizard for creating a logical drive of

any size.

E52 FASLT 900 Configured - IBM FASET Storage Manager 9 {Subsystem Management) -0l x|

Storage Subsystem  Wiew  Mappings  Array  LogicalDrive  Controller Drive  Advanced  Help
| B | & ] ) &

B8] LogicalPhysical View | [ Mappings view |

Logical

Physical

12 ¥ storage Subsystem FASHT 900 Configured

[ Engineering (400 GEY
3 Marketing (50 GB)
[ Test (34 By EEc

[@ Shared (50 6E)

}% Array 2 (RAID 3) [Drive Enclosure 2 (
+ B3 = JREBOBBCUBAU0Y
}%ArrayMRAIDSJ @ @ 9 a9

Cortraller Enclosure 00)

[

|
i
[l
=
i
] ]
el
=
i
i
=3
[ ]
i
oD
]
=

OB e

This wizard will assist you in creating a new array and within this new array, a new logical
drive. Of course, you can create a new logical drive from an existing array with available
unconfigured capacity.

To start the wizard, right-click Unconfigured Capacity and select Create Logical Drive.
The Create Logical Drive Wizard walks you through the following screens:

5 FASET 900 Configured - Introduction (Create Logical Drive) B x|

This wizarel wil help you quickly creste an arvey and its corresponding logical drives. An arvay is & set

of drives thet you lagically group together to provide capacity and a RAID level for one or more logical
drives

“You specify the exact capacity far the logical drive on & subseuent wizard screen

[T Uncontigured cepacty selected: 2,444.000 B

Tips and examples on allocating capacity

14
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............................................... Logical Drive Creation (Basic Feature)

Select the array capacity and RAID level from the following:

E2 FASLT 900 Configured - Specify Array (Create Logical Drive) x|
To create an array, you must specify the redundancy protection (RAID level) and its overall capacity (humber of drives). You can

either select the capacity from s list of automatic choices or manually select the drives. If you manually select the drives, you must
uze the Caloulsts Capacity button ta determine the overall capacity

What RAID level iz best for my application’?

What is enclosure loss protection?

RAID level:

[Rao s =

Drrive selection choices:

= putomatic - select from capacities provided in list

i Manual - select drives to obtain array capacity (minimum 3 drives)

] Array Capacity | Nurnber Of Drives | Speed | Drive Type | Enclosure Loss Pratec...

146,000 GB 3 15,000 rpm Fikre v’ ves
72000 GEB 3 15,000 rpm Fibre v ves
438000 GB 4 15,000 rpm Fikre v es
219000 GB a 15,000 rprm Fibre v ves
254 .000 GB 5 15,000 rpm Fikre ® Mo
292 000 GB 5 15,000 rpm Fibre & no
730.000 G5 & 15,000 rpm Fibre ® Mo
365000 GB & 15,000 rpm Fibre & no
376.000 G5 7 15,000 rpm Fikre ® Mo
438,000 GB 7 15,000 rpm Fikre & ne
1,022,000 GB ] 15,000 rprm Flare & ho
511.000 GB g 15,000 rpm Fikre & ne
1 166000 GE a 15,000 rprn Fibore & ho
1,314,000 GB 10 15,000 rpm Fikre &) ne
1,460,000 GB 11 15,000 rpm Fibre & ho
1 606,000 GB 12 15,000 rpm Fikre [ )

= Back |

Cancel | Help |

The array is created and the next step is to create the new logical drive.

FASET 900 Configured - Array Succe: x|

Y¥ou have successfully defined the necessary
parameters for creating an Array (RAID lavel
and overall capacity).

The next step is to specify how much of the
overall capacity you want to allocate to the first

individual logical drive on this array and specify
a namme for the logical drive.

Select OK to go to the Specify Logical Drive
CapacityName screen or Cancel to return to
the Specify Array screen.

[~ Dont dizplay this screen again.

QR Cancel

FAStT Storage Manager Demo Guide 15



FASIT Storage Manager . . . . ..o e e

The next screen will ask you for specific parameters for your new logical drive. You can
select the required capacity and specify a name for the new logical drive. For our example,
we will use 50GB and name the new logical drive New-Logical-Drive:

EE FASLT 900 Configured - Specify Capacity /Name (Create Logical Drive} x|

Onthis sereen, you specify the capacity and unique name for an individual logical drive. You must indicate exactly how much of the
artay's avallable capacty you wart to allocate for an individual Iogical drive:

Array RAD level
Atray avallable capacty: 292.000 GE

Logical Drive parameters
Hew logical ohive capacity: Units:
[ El =l

Hame (30 characters maximurm):

Meve-Logical-Drive

Advanced logical drive parameters;

' Use recommended settings

£ Custorizs settings (1O charactsrlstics and contrallsr owhershin)

= Back | Mexd = | Cancel | Help |

The next screen of the wizard asks you to specify the type of host environment that will be
accessing this new logical drive. As shown in the next graphic, the pull-down list supplies
a number of host environments from which you can select the required host OS
environment:

ASET 900 Configured - Specify Lagical Drive-to-LUN Mapping (Create X|

The last step is to specify how you want & logical unt number (LUN) 1o be mapped to the individual logical drive. You have two
options: Defautt Mapping or Map Later

Select Detautt Mapping if you do NOT intend to uss storage parttions. The sottvars wil automatically assign & LUN, place the
logical crive i the defautt oroup in the Mappings Yiew, and make it avallable to all hosts sttached to this storage subsystem. Also,
o correctly access the logical drives, the operating system of &l attached hosts must match the host type listed below.

IMPORTANT: ¥ou only need to charge the host type once for ALL logical drives. You can also change it using the Storage
Subsystet==Change==Detault Host Type option

Select Map Later if you intend to use storage partiions (you must have the festure enabled). ¥ou will use the Define options in the
Mappings View to (1) specity sach host (and hosttype), and (2) create a storags parttion by Indicating the hosts you wart to
access specific logical drives and the LUNs to assign tathe logical rives.

Logical Drive-to-LUN mapping:

" Defautt mapping

Host type (operating systerm):

Wiindowes NT Clustered (SPS or h =1
(= [Bolaris (with vertas DR -

< Back | Finish | Cancel | Help

16 FAStT Storage Manager Demo Guide



............................................... Logical Drive Creation (Basic Feature)

Your new logical drive is created!

ES FASET 900 Configured - Creation Successf

@ The new logical drive was successiully created.

Do wou wwakt to creste another logical drive?

When you click the Finish button, the new logical drive is created and a validation
message is displayed. If you wish to create another logical drive, you can specify if it is for
the same array or a different array, then click Yes to perform the process for the new
logical drive.

FASELT 900 Configured - Completed (Create ﬁl

Use the options in the Mappings Yiew to viewichange the current
logical drive-to-LUN mappings or assign hosts and LUNS to your
logical drives if you are using storage partitions .

If you vwart to change any other logical drive attributes | use the

appropriate options under the Logical Drive menu in the
@ LogicalPhysical Wiew .

once you have crested sl desired logical drives, use the
appropriate procedures (such as the hot_add wtility or ather
method, and Shidevices) on your hosts to register the logical
drives and display associsted operating svstem-specific device
NAames.

Once you have created all necessary logical drives, you can click No button in the
validation dialog box and you’re done!

FAStT Storage Manager Demo Guide 17



FAStT Storage Manager

Dynamic Array Expansion (Basic Feature)

The FAStT Storage Manager provides an easy method to expand the capacity of an array
by simply adding more drives to it.

First, select the array that you wish to expand. For this example, select array 1.

£33 FASET 900 Configured - IBM FASET Storage Manager 9 (Subsystem Management)

=10l x|
Storage Subsystem View Mappings Array Logicsl Drive  Controler Drive Advanced  Help
9| ] | ] &
0 LogicalPhysical View | B Mappings View
Logical Physical
12 * storage Subsystem FASIT 900 Configured Cortroller Enciosure 0 ()
(3 Total Uncontigured Capacty (2,444 GB) ) B
G e
g arey 2 Ra0 3)
%A”wa T Drive Em:\ure 1 (Fibre)
L g ooy a0 = B8BA000AAA0A00 w
Drive Encl 2
= JO0B0BBC0RR000 »
Drive Encl 3
= B000000C0RA000
Drive Encl 4
- ER0UE0000RR000 =
o Es
Right-click array 1 and select Add Free Capacity.
E2 FASET 900 Configured - IBM FASET Storage Manager 9 (Subsystem Management) =] 5]
Storage Subsystem View Mappings Array Logicsl Drive  Controller Drive Advanced  Help
9 ) ] ] ﬁ
B8 LogicalPhysical view | [ Mappings View |
Logical hysical
12 Storage Subsyster FASHT 900 Configured Cortraller Encl ag
| :
@ %Arra 3 (RAID 5) 7 gt Al
I SO - BEBOUUBRERURUID =
&
[IEw

The Add Free Capacity dialog window displays, showing all drives that are available
(unassigned) for use in dynamic array expansion. The Array Information section of the
dialog window shows the RAID level and current drive capacities for the selected array.
For our example, Array 1 is shown as being RAID level 1 and uses all 146GB drives:
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S iiiiiiiiiiiiiiaiieeaue.....Dynamic Array Expansion (Basic Feature)

ASLT 900 Configured - Add Free Capacity {Dri 1'

‘Wwhat is enclosure loss protection’?

rCurrent array information
RAID level: 1
Free capacity available:Mone
Fibre drives [enclosure, =lat]: [1,7], [1,8], [2,6], [2,7], [3,5], [3.6], [4,5], [4.8]
Enclosure loss protection: Mo
Capacities of drives currently in array: All 146 GB

~Available drives (select twa)

Select two additional drives to form a new mirror pair. Because the array does not have enclosure loss
protection, you can select any drives from the list below

Enclosure I Slat I Usable Capacity I Speed I Product D I Drive Type I

1 a 146 GB 15000 rpm B337 Filre -
1 B 146 GE 15000 rpm BE337 Fibre

1 11 TIGE 15000 rpim B337 Fibre

1 13 146 GB 15000 rpim B337 Fibre

2 1 36 GB 15000 rpm B337 Filre

2 Bl 146 GE 15000 rpm BE337 Fibre

2 g 146 GE 15000 rpim B337 Fibre

2 a9 TIGE 15000 rpim B337 Fibre

2 12 73 GE 15000 rprn B337 Filire

2 13 146 GE 15000 rpm BE337 Fibre _I

Add... | i Cancel : Help |

In the list box of Available Drives, select the number of drives to add
(note that RAID 1 requires the selection of 2 drives):

FASLT 900 Configured - Add Free Capacity {Drives) E |

What is enclosure 1055 protection?

| Currert array information
RAID level: 1
Free capacity available:Mone
Fibre drives [enclosure, siot]: [1,71, [ 81, [2,61, [2.71, [3.3], [36], [4,5], [4.8]
Enclosure loss protection; No
Capacities of drives currently in array: A1l 146 GE

[ Available drives (zelect two

Select tvwo additionsl drives to form & neve mirror pair, Because the array doss not have enclosure loss
protection, you can select any drives from the list below

Enclosure Slot Usable Capacity Speed Product ID Drive Type
11

i

1 73GE 15000 rpm B337 Fibre
1 13 146 GB 15000 rpm E337 Fibre
2 1 36 GB 15000 rpm E337 Fibre
2 s 146 GB 15000 rpm B337 Fibre
2 B 146 GB 15000 rpm E337 Fibre
2 a TIGE 15000 rpm E337 Fibre:
2 12 TIGE 15000 rpm E337 Fibre:
2 13 146 GB 15000 rpm B337 Fibre =l
Add | Caricel | Help |

You will then get a dialog box requesting confirmation of your wish to perform the
operation to expand the array capacity:

This operstion will take a long time to complete and you cannot
cancel it after it starts. Howewver, the data on the array will remain

& accessinle during this operation.

Select OK to use the selected drives or select Cancel to return to
the previous screen to select different drives.

o |
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If you wish to proceed with adding the specified drives, click the Yes button. An In
Progress indicator is displayed until the operation is completed, after which you will see
the original array with its new, upgraded capacity.

ﬁ FASLT 900 Configured - IBM FASLT Storage Manager 9 {(Subsystem Management) 5 IEIIﬂ
Storage Subsystem  Wiew Mappings  Array  Logical Drive  Controller  Drive  Adwanced  Help

o B | s | -
8 LogicalPhysical View | & Mappings View |

Logical Physical
° = Starage Subsystern FASET 900 Configured

rcortroller Enclosure 0 ()

8 Total Unconfigured Capacity (2,152 GB) A E . — . E EI
Fg anav 1 R 1) 8 [E 1=F i |

@D engineering (400 GB)
. rDrive Enclosure 1 (Fibre)
[ Marketing (50 GB)

85 reu ot -~ BEBREERERAUAUL

e @
B shared (s0 G8)

"Drwe Enclosure 2 (Filre)

o RO0000000R000 &

|Use to create additional logi
% Array 3 (RAID 5) I

% e e ) rCrive Enclosure 3 (Fibre)

= BUBBEBUUUBBUUL

rDrive Enclosure 4 (Fibre)

= BBU0BU0AUAA00ILY m

GLEI=8

You’re done expanding the capacity of an existing array!
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Dynamic RAID Migration (Basic Feature)

Another basic feature of the FAStT Storage Manager is the easy way to dynamically
change the RAID level of an array. This feature allows changing the RAID level for more
performance or data protection (or both) while continuing to provide access to all the
logical drives in the array.

First, select the array for which you wish to change the RAID level. For this example,
select array 1. The RAID level for this array is currently RAID 1, but we will change it to
RAID 3.

S5 FASET 900 Configured - 1BM FASET Storage Manager 9 (Subsystem Management) — 1ol xi
Storage Subsystem View Mappings Array LogicalDrive Controller Drive  Advanced
) ) = | ]
] LogicalPhysical View | B3 mappings view
Logical Physical
12 storage Subsystem FASIT 900 Configured FController Enclasure 00)
[ Totsl Unconfigured Capaity (2,152 GE) A D ﬂﬁ
3 Engineering (400 GB) L
Drive Enclosure 1
3 Marketing (50 GB) =
e I
I3 Test (34 o8 L%%%%%%%ﬁ%ﬂ%@u@
)
13 shared (50 6B)
[ Free Capacity (148 GB) rDrive Enclosure 2 (Fibre)
+ By oz = JEBB0BB0C0AA0U0Y m
}%ArrayS[RA\DS] @ e
]—% Array 4 (RAID 5) i Er N
= BUBBBBLUUUARULLY =
e 9
Drive Enclosure 4 (Fibre)
= BECOBOCRCRR000
@ @
o@

Right-click the selected array and, in the resulting shortcut menus, select Change, then
RAID Level, then select 3:
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5% FASET 900 Configured - IBM FASLT Storage Manager 9 {Subsystem Management)

=10 x|
Storage Subsystem Yiew Mappings Array Logical Drive  Controller Drive  Advanced  Help

9| 2| 2] 3| 1| =) &

] LogicalPhysical View | [ Mappings View |
Lagical

[Physical

12 ¥ Storage Subsystem FASIT 900 Configured Cortroller Enclasurs ()

@ Total Unconfigured Capacity (2,152 GB) { A S

N

B crgnesrng ooy == |

OwnershipfPreferadpath » |
13 Marketing (50 GB)
Add Free Capacity {Drives)... (S g D ﬁl
NG R bl i
@ shared (50 68)
(S Free capacity (146 GE)

%vravz(ﬁmm nggb %%QQSEQQDM

S8 55 Array 1 (RaID 1)

Array 4 (RAID 5) rDrive Enclosure 3

= BUBBERUCURBUOY m

(Driwe Erclosure 4 (Filr

= 8800800808000 w

G

This indicates that you want to change the RAID level to RAID 3. Before the operation

begins, the Confirm Change RAID Level dialog box appears to ask you to confirm your
selection:

§i2 FASET 900 Configured - Confirm Change RAID L |

Thiz operation may take 2 long time to complete, and you canhot

cancel it after it starts. However, the data onthe selected array
% will remain accessible during this operation.

Are you sure you wart to change to RAID level 37

Click the Yes button. When the operation is complete, the Subsystem Management
screen is updated and displayed to show the new RAID level for the array:
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FAStT 900 Configured - IBM FASLT Storage Manager 9 {Subsystem Managemenk) | Ellil
Storage Subsystem  Wiew Mappings  Array  Logical Drive  Controller  Drive  Advanced  Help

19| 11| 2] S =

B8 LogicalPhysical View | By ings iew |

Logical Physical

° = Storage Subsystem FAZIT 900 Configured rController Enclosure 0¢)

[Z) Total Unconficured Capacity (2,152 GB) A @ i$
[EY Ergineering (400 GE) %

. rOtive Enclosure 1 (Fibre)
B Marketing (50 GB)

SOBEGRABEJE0D =

_ o

EEY Test 134 cB) £ I i
e e @ @

BY shared (50 GE)

(S Free Capacity (146 GB) rDrive Enclosure 2 (Fikre)

i e = JOBBUBEO0EE00Y
%ArrayS(RAIDSJ e

% Array 4 (RAID 5)

rOrive Enclosure 3 (Fibre)

BUBRBALUURRNUY

@

rDrive Enclosure 4 (Fibre)

BRUUBUUBORRLUY w

GG

That’s it — you’ve successfully changed the RAID level for your storage array.
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24

The FAStT Storage Manager also features an easy-to-use performance monitoring tool for
FAStT Storage Servers. In addition, there are a number of performance tuning options
available to control the storage subsystem cache settings.

We will first look at the basic performance monitoring tool built into the FAStT Storage
Manager.

Performance Monitor

To start up the Performance Monitor, click the Monitor Performance button

ag

This displays the initial Performance Monitor window:

&% FASLT 900 Configured - Performance Monitor =1 =
Doy Total Read Cache Hit | Current | Maximum | Current | Maximum
0% Percenta | Percenta. | KB/second| KB/second| 10/second | [0/second
CONTROLLER IN SLOT A 1} oo on oo 0.0 0o on =
Ej Logical Drive Backup2 a 00 a0 0.0 0.0 0.0 a0
Ej Logical Drive Backupd a 00 a0 0.0 0.0 0.0 a0
ﬂ Logical Drive Backupf a 00 an 0.0 0.0 0.0 an
E‘ Logical Drive Engineering 0 0o oo 0.0 0.0 0.0 oo
E‘ Logical Drive Inventoryl o 0o oo 0.0 0.0 0.0 oo
Ej Logical Drive Inventary11 1) 0o on 0.n 0.0 0.0 on | |
Ej Logical Drive Inventaryl3 0 00 a0 0.0 0.0 0.0 a0
Ej Logical Drive Inventaryls 0 00 a0 0.0 0.0 0.0 a0
ﬂ Logical Drive Inventary1? 0 o0 an an 0o 00 an
E‘ Logical Drive Inventory18 o 0o oo 0.0 0.0 0.0 oo
E‘ Logical Drive Inventory3 o 0o oo 0.0 0.0 0.0 oo
Ei Logical Drive Inventaryd a 00 a0 0.0 0.0 0.0 a0
Ej Logical Drive Inventary? a 00 a0 0.0 0.0 0.0 a0
Ej Logical Drive Inventaryd a 00 an 0.0 0.0 0.0 an
_E‘_ Logical Drive Repository! 0 0o oo 0.0 0.0 0.0 oo -

Start I Uhdete | Seftings. | Save As | Close | Help |

Start Stop Time Monitored:  00:00:00

Note that there are no accumulated statistics for any of the logical drives listed.

We will begin a performance monitor sample for all the logical drives using a predefined
measurement interval. Click the Start button to begin.

The window now shows statistics for each of the logical drives:
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4% FASIT 900 Configured - Performance Monitor [_[O[=]
Do Total Read | CacheHit| Current | Maximum | Current | Maximum
105 | Percenta... | Percenta...| KB/second| KBisgcond) I0/second | 10/second
COMNTROLLER IMN SLOTA 20040 600 16.7 50100 5,010.0 10,020.0  10,020.0 |«
[@ Logical Drive Backup2 1,402 65.0 130 3508 3505 o010 FLR]
ij Logical Drive Backupd 1,802 96.0 160 4755 4755 asin 851.0
ij Logical Crive BackupB 478 40 211 1149.0 119.0 2380 2380
ij Logical Crive Engineering 902 3498 8.8 2255 2255 451.0 451.0
@ Logical Drive Inventary! 1,702 26.0 240 425.5 42585 8510 851.0
[@ Logical Drive Inventaryl! 668 16.9 104 167.0 167.0 3340 3340 =
[ Logical Drive Inventaryl 3 778 249 174 1945 1945 3890 3280
ij Logical Crive Inventoryl 5 1,292 56.0 209 3230 3230 B46.0 B46.0
ij Logical Crive Inventoryl 7 484 6.8 182 121.0 1210 2420 2420
“ Logical Crive Inventory1 8 ar0 368 209 2425 2425 4850 485.0
[@ Logical Drive Inventary® 1,094 47.0 128 2738 2735 547.0 547.0
[@ Logical Drive Inventary 1,594 770 16.0 3985 3085 787.0 797.0
ij Logical Drive Inventory? 860 278 138 2150 2150 4300 4300
ij Logical Crive Inventoryd 1,270 58.0 159 Nrs Nnis B350 B35.0
ij_ Logical Orive Repository! 1,484 68.0 240 3710 ano 7420 7420 j
i Stop Update | Setine:. | SEyEfch. | 15]ej=i= | Help |
Start. 9M2/03 3:01:40 PM Stop! Tirne Monitored:  00:00:07

In the Performance Monitor window, note that the Start button now has changed to the
Stop button because the performance monitor is now running.

For an explanation of each measurement, click the Help button:

Subsystem Management Window - Help o =] |
3E =
HEPIEIERIEY G =
|| Monitoring Performance
# Change Options
® Set Controller Clocks
* Rename Use the Performance hionitor to select logical drives and
iwing Storage Subsystem Informat controllers to monitar or to change the polling interval.
vkt How to Start Performance Monitoring
® Associsted Components
# iewing and Saving Error Details
* Find Important:
# GoTo » The Performance Manitor will not dynamically
lapping the Storage Subsystem update its display if any configuration changes
# Define Options (for example, creation of new logical drives,
® Change Options change in Iogical drive awnership, and 5o an)
* hinve Cptions oceur while the monitor window is open. The
: ::'D";“:‘:"::‘;;:n R Performance Monitor window MUST be closed
o =— and then reopened for the changes to appear.
& Rename # Using the Performance Maonitor to retrieve
Manaing Arrays performance data can affect the normal
& Locate storage subsystem performance depending on
# Change Options the polling interval that you set. For mare
® Add Free Capacity (Drives) = infarmation, see Learn About Specifying
_’l Dekete | _’l_l Performance Monitor Settings ]

You can set a measurement interval and the performance monitor can also be set up to
measure specific logical drives. Both of these options can be performed by clicking the
Stop button followed by the Settings button at the bottom of the Performance Monitor
screen. This displays the Performance Monitor Settings dialog window:
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&k FASLT 900 Configured - Performance Monitor Settings E

Select iters to maonitor,

B &

Select All
| 5 3 Polling interval (3 to 3600 seconds)

are only appli for this

Ok | Cancel | Help |

Specify which items are to be monitored, and a desired polling interval, then click OK to
put these settings into effect and close the dialog screen.

Lastly, to collect statistics for long-term analysis there is the ability to save these
measurements in a file on your client system.

On the Performance Monitor screen, click the Save as button to display the Save
Performance Statistics dialog box:

#§ FAStT 900 Configured - Save Performance Statistics

Lo T | o =
|| SMelientDemoQ840G503
1 SMDemao
_ltemp
|| Uninstall

|1 WINDOWS
|_] winsfilas -

File name: | Save
Files of type: IRepUnFurmaI(*pem LI Cancel

Specify the name of the file in which the statistics are to be saved, then click Save to
create the file and save the statistics to this file.

Changing the System Cache Settings

The storage subsystem can also be tuned by adjusting the cache settings for various
storage objects.

To change cache settings, display the Subsystem Management window.
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FASET 900 Configured - IBM FASET Storage Manager 9 {Subsystem Managemenkt)
Storage Subswstem  View Mappings  Array  Logical Drive  Controller  Drive  Adwanced Help

Performance Tuning (Basic Feature)

) | ] s = s

B LogicalPhysical View I [ Mappings view
Logical

@ Total Unconfigured

% Array 1 (RAID 3)

Copy Manager,.,

Physical

rController Enclosure 0 ()

@ Engineering (an

@ Marketing (50 ¢

@ Test (a1 cE)

e ]
Lozare B
Configuration

Premium Features (Fibre!

v v v
!
=
S
§
m
z
=)
g
3
2
H

Remote Mirroring

Recovery Gurd, ..

-~ B80000ERE0R00

@ shared (50 oB;

IFree Capacity

BEUUDERO00U m

Monitor Performance. ..

Password...

Change

Set Controller Clacks. .. Default Host Type...

Rename... Enclosure Order..,

BEU0AA000 m

Failover alert Delay. ..

Drrive Enclasure

- B800B00000R000

(Fitare:

0B Es

Right-click Storage Subsystem FAStT 900 Configured and select Change and select

Cache Settings:

ﬁ FASET 900 Configured - Change Cache Sektil '_

The start value must be arester than or equal to the stop value.

MOTE: To change the cache settings for sn individusl logicsl drive, use the

Logical Drive==Change==Cache Settings option

[ Cache flush setting:
ﬁﬂ Start flushing
@ s0%
& 0%
20 = Stop flushing
4KE | Cache block size
Ok I Cancel | Help |

The Change Cache Settings dialog box displays. This dialog box allows you to:

e Change the cache flush algorithm.

e Select when to start flushing the cache (when the cache reaches a certain level of use).

e Determine when to stop flushing the cache (when the amount of used cache is reduced
to this level of use)
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Logical Drive Cache Settings
For each logical drive, you can enable or disable caching on reads or writes.

To illustrate this, display the Subsystem Management window and select the
Engineering logical drive.

Right-click the selected drive and, from the resulting menus, select Logical Drive, then
Change, and then Cache Settings:

FASET 900 Configured - IBM FASLT Storage Manager 9 (Subsystem Management) i -0 il

Storage Subsystem  View Mappings  Array ’W Controller  Drive  Advanced Help
FEETREE &
s e

@ Logical Physical Wiew I tjﬁ Mappings !
Logical

Increase Capacity ...

° . . ValumeCopy b Media Scan Settings. ..
Storage Subsystem FASIT 900 Configurec 7&3”10& Mirraring 5 OwnershipiPreferred Path b
8 Total Unconfigured Capacity (2,152 GB) Flash Copy » Segment Size 3 :| ﬂi
&y oo 1 a0 Delete... ———d=E——1
& ® Engineering (400 GE) Rename...
) Propetties ure 1 (Fibre)
[ Marketing (50 B
[ Test (84 GEY ‘—“5@5 ggggggggggﬁl
> 2 2 2
@ shared (50 68
]Free Capacity (146 GE) rDrive Enclosure 2 (Fibre]

2
%ArrayZ(RAID 3 T g S 5

% Array 4 (RAID 5) rDrive Enclosure

- BU88BIO000BR0OD

rDrive Enclosure

~ B800B00R0RR000 &

O cagd

This displays the Change Cache Settings dialog box:
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% FASLT 900 Configured - Change Cache Settings

—Select logical drive

Array 1 o

Engineering

Logical Drive Marketing
Logical Drive Test
Logical Drive Shared
Array 2

Logical Drive Inventoryl

Logical Drive Inventory2

Select All |

Select cache propertie:

[V Enahble read caching
[V Enable write caching
[ Enahle write caching without batteries

[V Enahble write caching with mitrating

I 5 3 Cache read ahead multiplier (0 to 32768)
0K | Cancel | Help |

You can enable or disable caching on reads or writes. In addition, another option you can
set is whether the controller performs write cache mirroring.

Once these options are set, you will see a dialog box confirming your choices:

% FASIT 300 Configured - Change Cache Settings

Areyou sure you want to change the cache settings on the
selected logical drives ta the following values?

@ Read cache: Enahbled
Write cache: Enahled
Write cache without batteries: Disahbled

Wiite cache mirroring: Enabled
Read ahead multiplier. &

Yes

Changing the Logical Drive Preferred path

Logical drives may have their preferred path changed for tuning performance by switching
controller access.

In the Subsystem Management window, right-click the Engineering logical drive and
select Change then Ownership/Preferred Path then Controller in Slot B:
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FASET 900 Configured - IBM FASLT Storage Manager 9 (Subsystem Management) o Ellil
Storage Subsystem  View Mappings Array  Logical Drive  Controller Drive  Advanced  Help
| o 2 | | 55
6 LogicalPhysical View | B Mappings view |
Logical |Physical
° & Storage Subsystem FASET 900 Configured Contraller Enclasure 0()—————————————————
[2) Total Unconfigured Gapscity (2,152 GB) AQ i
- By oo 0 -
GR T ® Engineering (400 G5
- (EFE=E A D ) View Assaciaked Components L P
3 Marketing (50 GE) C Madification Priarity ., Q S Q D
@ rest B4 eB) Increase Capacity... Cache Settings. .. i
@ shorea g0 68y Create Copy... Media Scan Settings. ..
G ree copmety 1oy o2 Remakeirar. Cunership/Preferred Path b [ JEESESSTE GRS
Create Flash Copy Logical Drive,, _ 990ment Size g Cortroller in Slot &
j—% Array 2 (RAID 31 T
j—% Array 3 (RAID 5) Rename...
}% Brray 4 (RAID 51 Properties
= f
Drive Enclosure
FC
= =
o

The resulting dialog box asks you to confirm the change from Controller A to Controller
B:

E-iFASI:T 900 Configured - Confirm Change O ll

If you make the change while an application is using the

aszociated logical drives, it wil cause VO errors UNLESS there is
a multi-path driver installad on the host.

Pleaze verify that either (1) the logical drives are not in uze ar [2)
there is a multi-path driver installed on &l hosts wsing these logical
@ ] drives.

In addition, if you dont have a mutti-path driver or have one other
than the RDAC mutti-path driver, you need to make appropriste
opersting system-specific modifications to ensure these moved
arrays are being accessed on this new path.

Are you sure you want to continue?

Changing Segment Sizing

Optimizing the I/O to the storage system may require a change to the segment size. This
allows the basic 1/O size on the disk to match the size of the server write.

In the Subsystem Management window, right-click the Engineering logical drive and
select Change, then Segment Size, then the new segment size, 128 KB:
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Storage Subsystem  View  Mappings  Array  Logical Drive

................ Performance Tuning (Basic Feature)

Controller  Drive  Advanced  Help

o ) =] | | 5
) LogicalPhysical view | & Mappings view |

Logical

|Physical

=10l x|

@ “ Storage Subsystem FASIT 900 Configured
B Tuotal Unconfigured Capactty (2,155 GB)

% Array 1 (RAID 31

EE T ® Engineering ¢

9 Snapshot 1 (400 GE

i@ warieting (50 69y Increase Capacity...

Wiew Associated Components

Cortroller Enclosure 0 ()

N
=S g
==

||re 1 (Fibre)
K Modification Priarity. ..

JO0U m

Cache Settings. ..

@ restmace

Create Copy..

Media Scan Settings. ..

@) shared (50 68)

Create Remate WMirrar. ..

OwnershipjPreferred Path

I Free Capacity (146 GE)

Create Flash Copy Logical Drive...

Delete...
Array 2 (RAID 3)
Rename...
% Aaray 3 (RAD 51 Properties

% Array 4 (RAID 5

(Drive Enclosure 4 (Fibre)

= OUJBUOBUERULY &

OB es

Changing Media Scan Settings

FSM provides the ability to perform a background scan of the media to ensure data

integrity. Right-click the Engineering logical drive and select Change then Media Scan

Settings:

ASET 900 Configured - IBM FASLT Storage Manager 9 {(Subsystem Management)
Starage Subsystem Wiew Mappings Array  Logical Drive

Contraller  Drive  Advanced Help

19| | 2 | ] e
& Logi BB TIE II% i viewl

Logical

|Physica|

=10x

° £ Storage Subsystem FASHT 900 Configured

8 Total Unconfigured Capacity (2,152 GB)

=; % Array 1 (RAID 3)

i- ® Engineeting (400

8l Marketing (50 GE)

[ Test (84 oB)
Increase Capacity,

= Cache Settings...

-Cortroller Enclosure 0 ()

=
E==se—a
» =A==

1 (Fibre)

BUU m

Modification Priority. ..

[ shared (50 5B)

Create Copy...

! Free Capacty (146 GEB)

Create Remote Mirrar. .,

Cwvnership/Preferred Path

Create Flash Copy Logical Drive...

-

Segment Size

00U

@ 9

% Array 3 (RAD 5) Delete. .,
Rename. ..
% Array 4 (RAID 5)
Properties

L L [T LT
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The Change Media Scan Settings dialog box allows the selection of one or more logical
drives to scan:

25 FASET 900 Configured - Change Media Scan Setting x|
rSelect logicsl dri

-
Logical Drive Marketing j

Logical Drive Test
Logical Drive Shared
Array 2

Logical Drive Inventory1

Logical Drive Invertory2
Logical Drive Invertory3
I il Drive: Invertored El

Select Al

rSelect media scan properti

[V Enabie background medis scan
£ With redundancy check
% \Without redundancy check

Usethe Storage Subsystem==Change==Media Scan Settings option to
view/change the frequency with which the scan wil run.

Cancel Hela

When you click OK in the dialog box, the box closes and a confirmation dialog box opens
and asks you to confirm your changes to the media scan settings of the selected logical
drives:

E= FASET 900 Configured - Change Media Scan __ k

Are you sure you watt to change the media scan seftings onthe
@ selected Iogical drives to the following values?

Background media scan: Enahled
Redundancy check: Disabled

When you click Yes, the operation begins and a progress box is displayed as the media
scan settings are changed for the selected logical drives.

E= FASLT 900 Configured - Change Logica{"ﬁ )

Processed 1 of 1 logical drives - Completed.

32 FAStT Storage Manager Demo Guide



..................................................... FlashCopy (Premium Feature)

FlashCopy (Premium Feature)

FlashCopy is a premium feature of the FAStT Storage Manager that allows the creation of
point-in-time copies of logical drives. Any logical drive may use FlashCopy to create a
point-in-time copy at any time. However, there are setup requirements that need to be
decided before the first use.

For the selected logical drive, a FlashCopy wizard walks you through the necessary steps
to create a repository which is part of the FlashCopy process.

Start by selecting a logical drive in the Subsystem Management window. For this
example, we use the Backupl logical drive in Array 4.

FASIT 900 Configured - 1BM FASET Storage Manager 9 (Subsystem Management) —[afx]
Storags Sbsystem Misw  Msppings Aresy  LogicslDrive  Controllse Drive  Advanced  H

| ] el ] ) :

] Logical/Physical View | [ Mappings View

Longical Pirysical

°'$ Storage Subsystem FASET 900 Configured

rCortraller Enclosure. 6 ()———————————————————
[2) Total Uncorigured Capacity (2,152 GE) T —— | EI
# %Array1(RAID3) B o [I— = 1|

£z % Array 2 (RAID 3)

L %Arraya(mm 5 Drive Enclo: rE 1 (Fibre)
N s ~ DEROBRRARARUA0L
@ ® Bac GB)
aBauFQ (20 GE) rDrive Enclosure 2 (Fiore)
.- . 9880000000000
{3 Backups (20 6B) ]
@ Bachups (20 68 Drive Enclosure 3 (Fibre)
" = BUBBEBUU0RRL0L m
LIED Repository0 (60 GB) ] @
[ Free Capacity (236 GB)
Drive Enclosure 4 (Fibre)
= BBUUBJURURAUOIL

OB EaE

To invoke the FlashCopy wizard, right-click Backupl:
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FASET 900 Configured - IBM FASLT Storage Manager 9 (Subsystem Management) o =] 53

Storage Subsystem  Wiew Mappings Amay  Logical Drive  Contraller Drive  Advanced  Help
5|2 2] ]| = &

L) Logical Physical View | [ Mappings view |
Logical |Prysical

12 ¥ storage Subsystem FAST 800 Canfigursd FController Enclosure 00)

[T Totel Unconfigured Capacity (2,152 GB) &

Ry s a5 o 0

% Drive Enclasure 1 (Fibre)
Array 3 (RAID 5) o
~ QEBOBEEEAACUALY
% Array 4 (RAID 5) £ = &I
= @ ]
B ® Bac G
1@ Backupz (20 GB) Change ¥ bure 2 (Fibre)
S s FAE0000000000 w
P Create Copy... ol
S e Create Remote Mirro)
1@ Backups (20 6By o)
Boocon BRREUUUBELUY s
38 Repository0 (30 GB) Rename... Y Y
= Properties

{&'Free Capacity (238 GE

Drive Enclosure

T

i
i ]
—
—
(3]
i
[i ]
L]
—
i
[+
=

This swizard will help you quickly creste @ flash copy logical drive and its assoristed flash copy
repository Iogical drive

& flash copy logical drive is & logical point-inime imags of & base logical drive. & flash copy logical
drive uses two physical resources: a base logical drive and a special logical drive called the flash
copy repository logical drive. If the cortroller receives an WO write reguest to modify data on the base
Iogical drive, then it first copies over the original data to the flash copy repository for safekesping

Both the base and the flash copy repository logical drive are used to maintsin an accurate point-in-tirme
image

FASELT 900 Configured - Additional Instructions (I ]

“Vou must refer to the specific instructions in online help for your
host operating systern before creating a flash copy. Failure to
camplets the steps listed for your host aperating system may
result in @ loss of flash copy data consistency. defaull setiings

Select Help to review the specific operating system instructions:

|

Select this option to customize advanced settings (capacity sllocation, repository Iogical drive ful
conditions and natification.)

Mext = I Cancel I Help I

Because FlashCopy point-in-time copies are usually invoked from the server level, this
requires an understanding of the host Operating System environment before performing
this operation. The dialog box is simply a warning to review the appropriate background
material.

Once you click OK in the dialog box, the first screen of the FlashCopy wizard looks like
this:
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=5 FASLT 900 Configured - Introduction (Create A Flash Copy Logical Drive)

E

A

&

Selectthis option o specify basic flash copy perameters and accept the common defaut seffinos

Selectthis opton to custorize advancestsettings (capaciy allocation, repostory logical drve full
condtions and nofficetion.)

FlashCopy (Premium Feature)

This wizard wil help you cpickly create & flssh copy ogical drve and ts associated flssh copy
repository logical irve:

A lash copylogical srive i & logicel port-in-ime image of & base logical rive. & flash copy logical
crive uses two physizal resources: a base logical dhive and a special lgical srve called the flash
copy repository logizal v, fthe controller eceives i 1O wirkts request to moelfy data on the base
logical rive, then i first copies over the originaldata tathe flash copy repiasitory for safekesping.
Bath lash copy repostory
imege.

eitein an scourst poirt-n-ing

& Sitiple (reconentied)

 acvanced

You have the choice of taking

the default Simple setup or, for more control over the

FlashCopy parameters, there’s the Advanced option.

For this example, select the Simple option. You will then see the FlashCopy options set:

55 FASET 900 Configured - Specify Names (Create A Flash Copy Logical Drive)

Specify a nare thet helps you assaciate the flssh copy logica orive and flash copy repasitory logical drive with s corresponding
base logiceldrive. The name can be up 1o 30 characters

Ease logical drive name: Bachup!

Flash Copy logical dive neme:

Backup-1

Flash Copy repository logicaldrive rame:

Backupl-R1

Once you specify the appropriate names and click Next, you select the size of the

FlashCopy repository:
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3 FASLT 900 Configured - Specify Flash Copy Repository Capacity (Create x|

Specify the flssh copy repository logicel drive's capacily s a percentage of the base logical drive's capacty (120% maximur).
The eapacity used for the flash copy repostory logical orive vl come from free capaciy existing on the storage subsystem as
ndicated belovy

Capacty Infortafion

Biase Ingical crive capacty: 20000 GB
Flash Copy logieal drive capacty: 20.000 G5
Free capacity used: 238000 G5 on array 4

Flash Copy repostory logjcal drive capacity = 4.000 GB

0 Hj percert (%) of base logical drive: (120% maxinum)

Fres capachy remairing = 234.000 GB

x| cancel | hek

This dialog asks for the percentage of the base logical drive to be used as a size for the
repository information. This is simply the amount of changes (writes or updates) to the
base logical drive expected during the expected life of the FlashCopy logical drive. For
example, a 20% specification allows up to 20% of the original logical drive to change
before the repository becomes full. Do note that repository logical drives may be
dynamically expanded should they become full.

S5 FASLT 900 Configured - Preview (Create A Flash Copy Logical Drive) X

A flash copy logical diva andl assoclatee! flash copy repostory logical v wil bs createdl with the follswing paramaters. Select
Finishto creste the logical drives.

@ Flash Copy Logicel Drive Paratreters

Nerne: Backup!-1
Flash Copy logical v capacty. 20000 GB

e
Flash Copy Repasttory Logical Drive Paratreters
Nerne: Backup!-R1

Flash Copy repostory logicalcrive capacty: 4,000 GB (20% of bas logical chive capacty)
Capacty used fror: Fres Capacty 238000 GB anarray 4

The wizard continues with the Summary screen that shows summary information
regarding the logical drive and the FlashCopy point-in-time copy.

Clicking Finish in the Summary screen displays a screen with a note regarding the
FlashCopy operation:

FASIT Storage Manager Demo Guide



..................................................... FlashCopy (Premium Feature)

a2 FASET 900 Configured - Completed (Create
Uze the options in the Mappings Wiew to assign or change logical
drive-to-LUN mappings. If you want to change any other logicsl
drive sttributes, uze the appropriste options under the Logical
Drive menu in the LogicalPhysical Wiew .

Once you have crested all desired logical drives, use the

@ appropriste procedures (such as the hot_add wtiity or other
method, and SMdevices) on your hosts to register the logical
drives and dizplay associsted operating system-specific device
hames.

Depending on your operating system, there may be other
post-crestion procedures. Refer to the anline help on flash copy
logical drives for further details.

Clicking OK closes the dialog screen and performs the operation. The Susbsytem
Management screen eventually displays, showing the addition of the FlashCopy logical
drive, Backupl-R1, in array 4

SE2FASLT 900 Configured - IBM FASET Storage Manager 9 (Subsystem Management) ] =13l x|

Storage Subsystem  Wiew Mappings Array Logical Drive  Controller Drive  Advanced Help &
19| 2| | = | 5

8 Logical/Physical View | 5 Mappings View
Logical Physical
12 * Storage Subsystem FASIT 800 Configured

rCortroller Enclosure 0 ()

[ Totel Uncanfigured Capacity (2,152 GE) T e — ﬂ_‘ﬁl
%Arraw (RAID 3) B o I—ls ——1|

% Array 2 (RAID 3)

rDrive Enclosure 1 (Fibre)
Array 3 (RAID 5)

g v 0 = BE000EERARUALL =

#+-[3 Backup? (20 GB)

@ Backupz 205B) Drive Enclosure 2 (Fiore)

" S TR
—@) Backups (20 GE) @ 9

3 Backups (20 GB)

Drive Enclosure 3 (Fibre:

- @ mackups 20 8 ¥ SQS%S@QQQ

Y]
i)
—
—
i
=

& RepositoryD (80 GE)

Drive Enclosure 4 (Fibre:

b U 0 000 000000 =

o

You’re done!
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VolumeCopy (Premium Feature)

Another premium feature of the FAStT Storage Manager is the VolumeCopy capability
that allows the copying of logical drives. This feature is used in conjunction with
FlashCopy to provide an independent copy of a point-in-time FlashCopy logical drive.

Any logical drive may use the combination of FlashCopy and VolumeCopy to create a full
point-in-time copy at any time. However, as with FlashCopy, there are setup requirements
that need to be decided before the first use of VolumeCopy.

For the selected logical drive, a VolumeCopy wizard walks you through the necessary
steps.

Start by selecting a logical drive. For this example, use the Marketing logical drive in
Array 1:

5 FASET 900 Configured - IBM FASET Storage Manager 9 {(Subsystem Management) -10] x|
Storage Subsystem View Mappings Array LogicalDrive  Controller Drive Advanced Help
9 A 2| S| | ) :
8 LogicalPhysical view | 5 Mappings View |
Logical Physical
12 ¥ storage Subsystem FASHT 300 Configured FCantroller Enclasure 00
[ Ttal Uncanfigured Capacty (2,152 GB) = ——— it
- g o 1303 5o u

@ Enginesring (400 GB)

T ® Marketing (50 GE) o é
[ Test (4 GB) B i

@ sharsd (50 68)

(5 Free Capacity (146 5B) (Drive Enclosure 2 (Fibre
By - DBeBuReOIIelil »
}% Array 3 (RAID 5) @ 2
}% DRG] Drive Enclosure 3 (Fibre)
= BUBRAEU0UARL0Y a

DB ot

Right-click Marketing and select Create Copy:
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ASET 900 Configured - 1BM FASET Storage Manager 9 (Subsystem Management)

Storage Subsystem Wiew Mappings Array Logical Drive Cortroller Drive Advanced Help

.. ... VolumeCopy (Premium Feature)

) 2| s = )

5 LogicalPhysical view | 5 Mappings View |
Logiesl |Physical

I ¥ Storage Subsystem FASHT 900 Configured
(3 Tetal Uncanfigured Capacity (2,152 GB) a
}% Array 1 (RAID 3)

Cartraler Enclosure 0 ()

s o[E===sEe=—=

B

@) engineering (400 oB)

change

@) Test (84 6By
Increase Capat:

@) shered (30 6B)

{&)!Free Capacity (145 GB

Create Remote Mi

[Drive Enclosure 1

»l.

0000000000 |

}% Arvay 2 (RAID 3) Create Flssh Copy Loaical Drive. D I I D D I I D D u i-_?I ‘
7@y array 3 man ) Delete. ° 9
J—% Array 4 (RAD 5) :::::; -
= W0000800000000 )
Drive Enclosure 4 (Fit
= D000R00000R000 u
DB EsE

The VolumeCopy wizard starts and you see the Marketing logical drive selected:

ASET 900 Configured - Introduction (Create Copy) E x|

This wizard will help you quickly creste & copy of one lagical drive (the.
source) to another logical drive (the target).

IMPORTANT: Yol st stop all VO andl unmourt arty fils syststs on the
source ancl target lagieal drives before starting the copy operation

| Select source logical drive

Source logical drive:

Logical Drive Narwe | Gapacty (GB) Array |
T o |

Invertory16 0,000 z
Invertary17 10.000 2
Invertary1s 10,000 z
Invertory19 0,000 z
Invertary2 10000 F
Invertary20 10,000 z
Invertary3 0,000 2
Invertaryq 10000 2
InvertaryS 10,000 2
Invertary 0,000 2
Invertary? 10,000 F
Invertarys 10,000 2
000 2

1

“iew Drives

Nest > Cencel Help

Now you select a target logical drive for the VolumeCopy. Continuing with the example,

select and use the 7est logical drive:
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FASLT 900 Configured - Select Target Logical Drive and Co x|

CAUTION Starting the copy operation wil sverwrite AL existing deta on the target logicel drive
and make the target logical drive READ-ONLY to hasts after the copy completes.

Select target logical

Target lagical drive:

Logical Drive Narme Capactty (GB)__| rray | RapLeve |
|[ResesrchData 252,000 3 3 |

Source lngical drive capacity (GB) 50000

- Select copy pr

The higher priorities vill allocate more resources to the opertion at the expense of system
performance.

Prioriy:

i
Lowvest

|
Highest

< Back Hext = Cancel Help

The Preview dialog asks you to confirm the start of the VolumeCopy:

5 FASLT 900 Configured - Preview (Create Copy) x|
The data on souree logical drive Marketing (50.000 GB) wil now be copier to target losical crive
Test (54,000 GE) st ecllum pricrty.

CAUTION: Starting the copy operation will overwite ALL existing data on the target logical drive
anelmake the target logical dive READ-ONLY to hosts, and wil fail ALL flash copy logical srives
assooiated wit the target logical drive, if any exist. f you have used logical drive Test as & Copy

hefore, be sure you no longer hesc thet deta or have: it backed Up.

For any post-crestion sctiviies, use the Logicsl Drive==Logicsl DriveCopy==Cony Manager otion.

A You sLre you want to cortinue?

Type yes 1o confin that you wark to perfor this operation

=
< Back Finish Cancel Help

When you click Finish in the Preview dialog, a new dialog displays to indicate that
VolumeCopy has started:

ASLT 900 Configure x|

The copy operation between the source logical drive Marketing

and the target logical drive Test was successfully started at
@ Medium priority.

Do o weart to copy another source logical drive onthis storage
subsystem?

=]

While it’s running you can watch its progress by right-clicking the Marketing logical
drive in the Subsystem Management window and selecting Copy Manager:
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................................................... VolumeCopy (Premium Feature)

£% FASLT 900 Configured - IBM FASET Storage Manager 9 (Subsystem Management)

Storage Subsystem View Mappings Array LogicalDrive Controler Drive advanced Help

s [T &

B Logicarpnysical view | 5 Mappings view |
Logical

[Physical

1D storage Subsystem FASHT @00 Configured
{3 Total Unconfigured Capacty (2,152 GE)
}% Array 1 (RAID 3)

A

i

"Cumml\ev Enclosure 0¢)

5o = 1

o

. 1
Go To Target Logical Drive I I I ! i ! I ! D ! u D E_;I
» 2090

Y Test (84 )
@ shared (50 0By

Change

Increase Caparity...

PFres Conacty (196 98)  Cromecopr,  I°

2
gz geoagouRauLl »
- Creats Remate Mrrar. ° 0

Create Flash Copy Logical Drive.
J—% Array 4 (RAID §) | Seeslipneates Sl i, | o
Delte el

= /000000000000 u

—
T

BB00AUURCAA0NN

9

OB esd

You will see the Copy Manager with a VolumeCopy of the Marketing logical drive in
progress:

{8 FASET 900 Configured - Copy Manager

=10l %]

Copy Change Help

Source Logical Drive Target Logical Drive Status Timestamp Priorty

Total number of copies: 1 |x5% complete, estimated time remaining: 26 minutes

The Copy Manager provides the ability to change the copy priority. Click the Change
menu item and select Copy Priority:

{2 FASLT 900 Configured - Copy Manager

=[5}
Copy | Changs  Hslp

Soul e Status Timestarp Priority
Target Logical Drive Permissions

Total number of coples: 1 | *6% complete, estimated time remalning: 26 minutes

The Change Copy Priority dialog box displays with a selectable priority bar. Move the
Priority bar to Highest:
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{4 FASLT 900 Configured - Change £ X

Selecting QK will set the copy priority for all selected
COpY pairs.

~Copy priarity

The higher priotities will alocate more resources to
the operation &t the expense of system

performance.
Priority:
1 1 1 1 H
Loweest Highest
0K | Cancel | Help |

The VolumeCopy finishes in a short period of time:

Processed 1 of 1 logical drives - Completed

You’re done!
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................................................ Remote Mirroring (Premium Feature)

Remote Mirroring (Premium Feature)

Remote Mirroring is a premium feature of the FAStT Storage Manager that provides the
ability to mirror logical drives from one storage subsystem to another. Any logical drive
may have a logical drive mirror on another storage subsystem. The Remote Mirroring
option ensures that each write to the primary logical drive has a corresponding write to the
secondary logical drive on the other storage subsystem. New for FSM version 9.1 is the
addition of asynchronous mirroring as well as asynchronous mirroring with write
consistency.

In this section we will activate the Remote Mirroring feature on two storage subsystems
and establish a mirroring relationship between a primary logical drive on one storage
subsystem and a mirror on another storage subsystem. The steps we will follow are as
follows:

e Activate Remote Mirroring for FAStT 900 Configured
e Activate Remote Mirroring for FAStT 600 Configured

e Seclect a logical drive on FAStT 900 Configured to mirror to FAStT 600
Configured

e Suspend and resume mirroring

We will start with the FAStT 900 Configured Subsystem Managment window and right
click the Storage Subsystem object and select Remote Mirroring and the Activate
option:

&2 FASET 900 Configured - 1BM FASET Storage Manager 9 (Subsystem Management: I [=] B
Storage Subsystem View Mappings Array LogicalDrive Controller Drive Advanced  Help
9] 5 ] ] ]| ) )
E LogicalPhysical View | [f Mappings View |
Logical Physical
S D00 i e Cartroller Enclosurs 0 ()—————————————————
D Copy Manager ... a
Tt Unconigured
Al Hneentigure Wiew Profils gﬂ
o Bgarer 1400 i 3| |2
= % aray2(RADE) | Configuration J
T —— Drive Enclosure 1 (Fibre)
i3 Array 3 (RAID 51 » (SRS SRR A
2emate hirroring » ” 5 Q 5 Q D
i3 % Array 4 (RAID 51 i L2 @
Recovery GUrU... Deactivate...
iEier EaiE ez, Upgrade Mirrar Repositary Logical Drives, .
) b rDrive Enclosurs 2 (Fibre)
e | ||= OBBE0OBE00BE00D &
Rename. ..
Exit
Drive Enclosure 3 (Fibre)
« BUBRARCO0RA000 =
Drive Enclosure 4 (Fibre)
= BEUCBUUBUAER00Y m

[T [es]
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This will activate the Remote Mirroring wizard which will walk you through the process.
The first step will to create the Remote Mirroring repositories. Select Array 4:

FASET 900 Configured - Introduction {(Activate Remote Mirrori i Zl

Thiz wizard will lead you through the necessary steps to activate the Remote Mirroring
feature. As part of the activation, two globsl mirror repository logical drives will be
created. These mirror repository logical drives serve as a resource for all mirror logical
drives on this storage subsystem. You have the option to place these logical drives on an
existing array's free capacity or create a new array.

The atray selected for the mirror repository logical drives must have st least 256 000 MEB
of free capacity. b addition, activating Remote Mirroring will 1og out any connections to
host port 2 and reserve this port for mirror data transmission.

Select where you would like to place the mirror repository logical drives:
% Free capacity on existing arrays

@] Free capacity (30.000 GB) on array 2 (RAID 3)
ﬁ Free i 4 (RA

" Unconfigured capacity (creste new array)

hexd = | Cancel | Help |

The following indicates the reservation of host ports for use by Remote Mirroring and the
creation of the repositories:

igured - Preview (Activate Remote Mirroring) ll

The Remote Mirraring festure swill be set to active. A3 a result of the activation the following swill occur:

1. Twwa mirror repository logical drives will be created using the existing capacity on Array 2

2. Al hosts currently using host port 2 will be logged out.

3. Host port 2 will be reserved for mirror deta transmissions. All host communication to the
storage subsystem on host port 2 will ke rejected as long as the festure iz active.

= Back

Cancel | Help |
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................................................ Remote Mirroring (Premium Feature)

Remote Mirroring for the FAStT 900 Configured is now active:

FASLT 900 Configured - Completed {Ackiva ﬂ

The Remote Mirroring feature is now active. Before creating a

mirtored pair, make sure that the Remaote Mirroring feature is

ehabled and active on both the primaty and secondary storage
& subsystems.

To create a mirrared pair, use the Logical Drive==Remaote
Mirraring==Creste menu option.

Note that for Array 4 there are two mirror repository logical drives that will support
Remote Mirroring for the FAStT 900 Configured:

& FASET 900 Configured - IBM FASLT Storage Manager 9 (Subsystem Managemen =] B3]
Storage Subsystem  View Mappings Array  Logical Drive  Controller Drive  Advanced
19| | 2| e e
& LogicalPhysical View | B3 Mappings View |
Logical Physical
°._m Storage Subsystem FASHT 900 Configured rController Enclosure 0 ()
8 e bt a4 A -
Ry ot ) o o M
% Array 2 (RAID 3)
rDrive Enclosure 1 (Filre)
Array 3 (RAID 5) =
= B8BEUUBRAALEUY
% Apray 4 (RAID ) T & ﬁl
@ @
Il Backupt (20 GE)
@ Backupz (20 5E) Drive Enclosure 2 (Fibre)
B = JB0A0ARU0ARCUY »
) Backups (20 GB) * @

Il Backups (20 cE)

r 3

@) Backups (20 GB) 5 5 5
Fi

@

B Repositary0 (20 GB)

BB Mirror Repositary 1 (0,033 GB)

oo = @B00R00e0RR000

0@ Esa

Now we will activate Remote Mirroring for the FAStT 600 Configured. From the
Enterprise Management window double-click the FAStT 600 Configured object if it is
not already active. From the FAStT 600 Configured Subsystem Management window
right click the Storage Subsystem object and select Remote Mirroring and the Activate
option:
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red - IBM FASLT Storage Manager 9 (Subsystem Management)

Storage Subsystem  View Mappings

9| B 2 s )|
BB Logi wsical View |

=10l x|
Array  Logical Drive  Controller  Drive  Advanced  Help

View I

Logical

|Physical

rDriveiController Enclosure 0 ()

[T Total Uncanfigured Capacity (312 GE) || “Compitanagere, |
%Arrawmmnn M]Q%%%E%%QS
Lacate 3 E_‘il
%Array 2(RaD 3) Configuration (3
=} %ArrayazRA\D 5) Fremiurn Features D — - |
LE ResearchData (144 GB) »

Deackivate,

% Array 4 (RAD 5)

Monitar Perfarmancs... Upgrade Mirror Repaository Logical Drives. ..
hange »

Set Controller Clocks, .

Rename. .,
Exit

B Ee

This will activate the Remote Mirroring wizard which will walk you through the process.
The first step will to create the Remote Mirroring repositories. Select Array 4:

FASET 600 Configured - Introdus

{Activate Remote

Thiz wizard wil lead you through the necessary steps to activate the Remaote Mirroring
feature. Az part of the activation, two global mirror repository logical drives will be
created. These mirror repository logical drives serve ss a resource for all mirror logical
drives on this storage subsystern. You have the option to place these logical drives oh an
existing array's free capacity or create a nevy array.

The array selected for the mirror repository logical drives must have at least 256.000 ME
of free capacity. | addition, activating Remote Mirraring will log out any connections to
host port 2 and reserye this port for mirror data transmission.

Select where you would like to place the rirror repository logical drives:
% Free capacity on existing arrays

] Free capacity (192.000 GEB) oh atray 2 (RAID 3)
= LY

" Unconfigured capacity (create new array)

Mt =

Cancel | Help |

The following indicates the reservation of host ports for use by Remote Mirroring and the
creation of the repositories:
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FASLT 600 Configured - Preview {Activate Remote Mirroring)

The Remote Mirraring festure will be set to active. 83 & result of the activation the following will occur:

1. Twwo mirror repository logical drives will be crested using the existing capacity on Areay 4.

2.4l hosts currently using host port 2 will be logged out.

3. Host port 2 will be reserved for mirror data transmissions. Al host cominunication to the
storage subsystem on host port 2 will be rejected as long a= the festure is sctive

= Back | i Finish ¢

Cancel | Help |

Remote Mirroring for the FAStT 600 Configured is now active:

2 FASET 600 Configured - Completed (Ack

The Retnate Mirroring festure is novw active. Before creating &

mirrored pair, make sure that the Remote Mirroring festure is

enabled and active on bath the prifmary and secondary storage
& subsystems.

To creste & mirrored pair, use the Logical Drive==Remate
Mirraring==Creste menu option.

Note that for Array 4 there are two mirror repository logical drives that will support

Remote Mirroring for the FAStT 600 Configured:
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£5 FASLT 600 Configured - [BM FASLT Storage Manager 9 (Subsystem Management) =] 3]

Storage Subsystem  Wiew  Mappings  Array Logical Drive  Controller Drive  Advanced  Help &
B 1| | & =) %

BB LogicalPhysical View | 55 Mappings View
Logical Physical
K23 Storae Subsystem FASHT 600 Configured

rDrive/Cartroller Enclosure 0 ()
[ Total Unconfigured Capacity (912 GB)

Fromt
Ry 1 a0 gegegoaeapaeds
%ArrsyQ(RAID 3] S ¢ EI

Back
% Array 3 (RAID 5)

s oo oyols?|pan oo
% Array 4 (RAID 5)

@) Backup? (20 GE)

rDrive Enclosure 1 (Fibre)

[ @mzeD UBBBUAEURAARUE »
7iBackup3(QDGE) I I )

I Backup4 (20 GE)
I Backups (20 GE)
i@ Biackups (20 6B)

B mirrar Repositary 1 (0,039 GE) %
L E'Free Capacity (317.922 GE)

G5

We will now go back to the FAStT 900 Configured storage subsystem to select a logical
drive for remote mirroring to the secondary FAStT 600 Configured storage subsystem.

We’ll select the Marketing logical drive and use the Create Remote Mirror option:

5 FASLT 900 Configured - IBM FASLT Storage Manager 9 {Subsystem Management) I [] 5]

Storage Subsystem Wiew Mappings Amay Logical Orive  Contraller Drive  Advanced  Help )
s e = =S &

B2 LogicalPhysical View | B Mappings view |
Logical |Physical
15)* storage Subsystem FASIT 900 Configured

[Z) Tatel Unconfigured Capacity (2,444 GE)

% Array 1 (RAID 1)

{8 engineering (400 G8)

s =T
=A==
==

"Cnmmer Enclosure 0 ()———————————

e Marketing (50 GE) |—DWE E”;IUSWE 1 (Fiere)
Breaeica e ¢ BB0UBARA0A0U
& shwst 50 0 Increase Capacity... Sk
Create C
% Array 2 (RAID 3) re 2 (Fiore)
%A”ava(m'n 51 Create Flash Copy Logical Dr\m i l l D l l D D l l D D D EI
%An’ayMRAID 5) Delete... b
Rename...
re 3 (Fiore)
Properties
—eJ BERBUUUEALUY m
@9
Drive Enclosure 4 (Fire)
= BRUUBUUAUEALUY m
@ @
[
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ured - Introduction {Create Remote : x|

eeiiiiiriieo......Remote Mirroring (Premium Feature)

The following provides information on the mirroring requirements:

This wizard will help you create & mirrored logical drive pair
Before starting this crestion wizard, make sure you have completed the follovwing tasks:

1. The Remate Mirroring Premium Festure has been enabled and activated on both the
primary and secondary storage subsystems

2. The storage subsystems containing the two logical drives you wartt to mirror are
connected together through & Fibre Channel fabric interface

3. The secondary storage subsystem contains @ logical drive thet is grester than or equal
o the capactty of the primary logical drive in the mirrored pair

4. Stopped all 0 and unmounted any file system on the secondary logical drive

CAUTION: Creating & mirrored logical drive pair will start & synchronization process
between the primary and secondary logical drives. This will overvrite ALL existing data
onthe secondary logical drive and make the secondary logical drive READ-ONLY . If wou
have existing data on your secondary logicsl drive, take sppropriste steps to back up the
data betore creating the mirvored logical drive pair,

i Next> I Cancel | Help |
%%

EZ FASET 900 Configured - Select Storage Subsystem (Create Remot x|

Select the storage subsystem that contains the secondary logical drive you wart to includs in the mirrored pair. If the
storage subsystem you wishto use is not inthe list, use the Erterprise Manaoement Window's Edit==Acdd Device

The following box indicates other storage subsystems which have activated the Remote
Mirroring option. Select FAStT 600 Configured:

=Back | Mexd = I Cancel | Help |
)
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The following box indicates the logical drives on FAStT 600 Configured that are available
as mirrors. Select a logical drive that is at least as large as the primary logical drive that
was selected on FAStT 900 Configured. Select the Marketing logical drive:

ASET 900 Configured - Select Secondary Logical Drive (Create | L x|

Select the secondary logical drive you want to be included in the mirrored pair. 1f the logical drive you want to use is
not in the list, verify that its capacity is areater than or egual to the capacity of the primary logical drive.

MOTE: Primary and secohdary logical drives are NOT required to have equal RAID levels.

IMPORTANT: Secondary logical drives are READ-ONLY. &ny host that has been mapped o a logical drive wil no
longer have write access to it once it becomes a secondary logical drive in a mirrored pair, However, any defined
mappings will rsmain and sy mapped host will be abls to writs 1o the logicsl drive if | is ever pramatadta a primary
rale ar the mirror relationship is removed

‘ Logical Drive Mame | Capacity (GB) | RAID Level | Wiorlc! Vide Marme
Encineering 150 1 32:31:34:33: 36:35:38:37:30:39:33: 31:39:0...

52 0
RessarchData 144 532:31:34:33: 36:35:38:37:30:38:33:35:31:0
Test 4 132313433 36:35.38.3T:30:39.3332:53:0...

= Back | Mext = Cancel | Help |

Using the following box select the mirroring mode. There are three modes available:
synchronous, asynchronous, and asynchronous with write order consistency. Select
Asynchronous along with a check for Add to write consistency group (this allows
adding additonal logical drives to the write consistency group):

52 FASLT 900 Configured - Set Write Mode (Create Remote Mirror) x|

Which verite mode should | use?

What is a write consistency group?

Setthe way in which you want writes to the remote storage subsystem acknowledged to the host system thet sent
the WO reguest

Synchronous made offers the best chance of full data recavery from the remote secondary storage subsystem in &
dizaster at the expense of host WO performance and is the preferred mode of operation

Asynchronous mode offers faster host 110 performance but does not guarantee that data was successtully written
torthe secondary logical drive before indicating & successul write to the host system.

" Synchronous

[V Add to write consistency oroup

= Back | Mesxt = Cancel | Help |
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it ..Remote Mirroring (Premium Feature)

Select synchronization priority and either manual or automatic resynchronization:

E= FASLT 900 Confi elect Synchronizati i x|

Select synchronization priority

Set the rate at which the primary logical drive will synchronize ts data to the secondary logical drive. The
higher priorities will sliocate more resources to the synchronization at the expense of system performance.
This setting will apply to both the primary snd secondary Ingical drives

Priorty:

| 1 H 1

1
Lowest Highest

Select resynchronization method

Wihich resynchronization method should | choose?

If you choose manual resynchranization, you resynchronize an unsynchronized mirrared pair by using the
Logical Drive==Remote Mirroring==Resume option. | iz recommended that you use manual resynchronization.

If you choose automatic resynchronization, the resynchronization will start immediately after communication
iz restored for an unsynchronized mirrored pair
" Manual resynchronization

& Bltomatic resynchronizatiors

= Back I Mext = | Cancel | Help |

The following indicates that mirroring will begin after confirmation:

review (Create Remote : x|

It wou zelect Finish, the data on primary logical drive Marketing will be synchronized with the dats on secondary logical
drive Marketing and a mirrored logical drive pair will ke created.

CAUTION: Creating a mirored Iogical drive pair will start & synchronization process between the primary and
secondary logical drives. This will oververite 8LL existing data on the secondary logical drive and make the secondary
logical crive READ-ONLY. If wou have existing data on your secondary logical drive, take appropriste steps to back up
the data hetare creating the mirrorsd lagical drive pair

CAUTION: Make sure you have stopped all O and unmourted any file systemn on the secondary logical drive.

Are you sure you want to continue?

Type yes to confirm that you wart to perform this operation.

= Back | Finish | Cancel |

Remote Mirroring begins!
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ﬁ FASET 900 Configured - Creation Successful [}

The Remote Mirror was successfully created.

Do you veant to creste ancther Remote Mirror uzing anather
logical drive on this storage subsystem?

The remate logical drive mirror has heen created. Urntil the
synchronization process iz completed, the primary logical drive
will display & Mirror Data Synchronization in Progress status. To
monitor the synchronization progress, highlight the primary logical
drive of the mirrored pair and select the Logical Drives==Properties
menu optiar.

Note that the Marketing logical drive has an additonal icon to indicate that it is being
mirrored:

ﬁ FASET 900 Configured - IBM FASET Storage Manager 9 {(Subsystem Management)

Storage Subsystem View Mappings Array Logical Drive  Controller Drive Advanced  Help
B B 2| % =) &

B LogicalPhysical View | 5 Mappings View
Logical Physical

12~ storage Subsystem FASKT 900 Configured

rController Enclosure 0 ()
[Z) Totel Unconfigured Capacity (2,444 GB) A

%Arraw (RAID 1) ERS

Engineering (400 GE)

B

= Drive Enclosure 1 (Fibre;
£ *® Marketing (50 GB) o (Fikre)
- =
@ Test (84 oB) Q ‘—[lllDDlllIDIDDE_iI
e 0
{8 shared (50 6B)

% Array 2 (RAID 3 rOrive Enclosure 2 (Fibre)

By srwaeos = JEBBUBEUUBBLUOL
%ArraM(RA\DS] %@

Drive Enclosure 3 (Fibre)

= QUEBEBUU0RRL0U =

Drivs Enclosure 4 (Fibre)

= BB00E00A0AAC000
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................................................ Remote Mirroring (Premium Feature)

Now we will suspend mirroring for the Marketing logical drive. Select the Suspend
Mirroring option:

5 FASLT 900 Configured - IBM FASET Storage Manager 9 (Subsystem Management) i [m]

Storage Subsystem  View Mappings Array LogicalDrive  Controller Drive Advanced Help
| == &

8 LogicalPhysical View | 5 Mappings view |
Logical |Physical

I2)* storage Subsystem FASIT 900 Configured Contraller Enclosure 0 j)——————————

{20 otsl Uncantioured Capacty (2,444 GB) & Ik
& rer 1 5o

@ Engineering (400 GE)

[Drive Enclosure 1 (Filre)

2 m =
@ Tt (34 oB) View Associated Components Ik
%@

h »
[ shared (50 68 02

Increase Capacity...
% Array 2 (RAID 3) 2 (Fibre)
Create Copy...
By s ran GE0BBU0ORACO0 »
]

% Array 4 (RAID 5)

Resurme Mirraring,

Test Mirror Communication S

Remave Mirrar Relationship. .. I I ! ! D D D I I D D D EI

Create Flash Copy Logical Drive...

Delete. ..
Rename. ., 4 (Fibre)

o T T

=

Select the Marketing logical drive and click on Suspend:

52 FASET 900 Configured - Suspend Mirrored Pair x|
Select mirrored pair

Mirrored pairs (P = primary 1

Local Logical Drives Remotes

Select All |
Suspend.. ! Cancel | Help |
1

You will be asked to confirm suspending the Marketing logical drive:
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Suspending & mirrored pair will stop the coordination of
data between the primary logical drive and the secondary
logical drive.

CAUTION: You are suspending st least one mirrored pair

that i= a member of the write consistency group on this

storage subsystem. This will automatically suspend any

other mirrored pairs in the write consistency group with

pritmary logical drives located on this storage subsystem.

Uze the command line interface to suspend a single
& write-consistent mirrored pair.

What iz & write consistency group?

IMPORTAMT: &ny data that is written to the primary logical
drive will be tracked while the mirrored pair is suspended
and will autamatically be written to the secondary logical
drive when the mirror is resumed. & full synchronization

swill MNOT be reguired.

Are you sure you want to continue?

Type yes ta confirm that you want to perfarm this operstion.

=

Ok ! Cancel |

The Marketing logical drive is now suspended!

ASET 900 Configured - Suspend x|

Processed 1 of 1 logical drives - Completed.

Note that there is a Suspend indicator on the Marketing logical drive:

We will now resume mirroring of the Marketing logical drive. Select the Resume
Mirroring option:
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................................................ Remote Mirroring (Premium Feature)

FASLT 900 Configured - IBM FASLT Storage Manager 9 (Subsystem Management) (=] ]
Storage Subsystem  View Mappings Array Logical Drive Controller Drive Advanced Help &

| e )

8 LogicalPhysical View | [ Mappings View |
Lagical Physical
12" storage Subsystem FASIT 300 Configured Cortroller Enclosure 0 ()

{20 etal Uncantioured Capacity (2,444 GB) e i
& v 1 ooy 5o

@ Engineering (400 GB)

pn

P ® Marketing (50 GE)

|—DnvE Enclosure 1 (Filre)

==
@ Test (a4 5By View Associated Components BI
ch » ]
@) shared (50 68) EILE)
Increass Capacity...
% Array 2 (RAID 3) 2 (Fibre)

Creats Copy...

%ArraVS(RA\Dﬁ Copy Manager. . |l l D ! ! D D l l D D D EI

% Array 4 (RAID 5) Suspend Mirraring. ..

Test Mirror Communicafian 3 (Fibre)

e || TR TR

Create Flash Copy Logical Drive...

Delete. ..

Rename... 4 (Fibre)

S TR

0@ caal

Select the Marketing logical drive and click on Resume:

£52 FASET 900 Configured - Resume Mirrored Pair
~Select mirrored pair

Mirrored pairs (P = primary):

cal Lo

Select Al |
Resume... I Cancel | Help |
L

Confirm the Resume Mirroring option (note that other logical drives in this consistency
group will also resume mirroring):
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ASLT 900 Configured - Resume Mirror |

CAUTION: You are resuming st least one mirrored pair
that iz & member of the write consistency group on this
storage subsystem. This will automatically resume any
ather mirrared pairs in the write consistency group with
pritary logical drives located on this storage subsystem.
Uze the command line irterface to resume a single
werite-consistert mirrored pair.

@ Wihat is & write consistency aroup?

IMPORTAMT: Lny data that is written ta the pritmary logical
drive while the mirtored pair was suspended will
automnatically be written to the secondary logical drive
when the mirror is resumed. A full synchronization of all
data will MOT be required.

Are you sure you want to continue?

E2 FASLT 900 Configured - Resume M

Processed 1 of 1 logical drives - Completed.

Congratulations! You have just activated the Remote Mirroring feature of two storage
subsystems, selected and mirrored a logical drive, and suspended and resumed mirroring
for that logical drive! Wasn’t that easy!
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Putting Together An Effective Demo

The FAStT Storage Manager Demo program is an effective tool that can be used in a
variety of situations. Its ease-of-use design can be simply demonstrated to support a strong
message that IBM Storage Servers reduces the Total Cost of Ownership (TCO). As a
single storage management package, FAStT Storage Manager’s capability is unmatched in
the industry.

It would certainly be overwhelming to demonstrate every single feature provided by the
FAStT Storage Manager Demo program. The FAStT Storage Manager Demo program is
versatile enough to be used to show FSM features in a variety of demo situations to
address any issues that may crop up.

Our goal for this section is to provide some scenarios on how to address a specific
business issue using specific FAStT Storage Manager functions. Once you are familiar
with using the FAStT Storage Manager Demo program you can begin to develop your own
scenarios.
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Scenario 1: Identifying Key Issues and Concerns

58

It’s often not clear what the driving forces are behind a storage purchase opportunity.
Instead of using standard Powerpoint presentations, use the FAStT Storage Manager
Demo tool as an alternative way of presenting the value propositions of the IBM FAStT
Storage Servers. By introducing several features visually, this provides an easy way for the
prospect to tell you which of these features are important to them.

Simply fire up the FAStT Storage Manager Demo program and describe it using one or
more of the following talking points to emphasize the value propositions of IBM FAStT
Storage Servers:

e Manageability:

FAStT Storage Manager provides a single interface to manage all of IBM storage
systems regardless of the location. It will grow along with your systems without
requiring a corresponding growth in the number of storage administrators. Starting the
demo takes you to the Enterprise Management Window. From here all storage
subsystems can be managed.

e Expandability:

FAStT Storage Manager lets you tailor your IBM storage subsystem to meet growing
demands for both capacity and performance. This FAStT Storage Manager software is
the only interface used to grow and manage an IBM FAStT Storage Server - scaling
systems from gigabytes through terabytes of online storage.

o Lowest Total Cost of Ownership:

Because all of your storage systems are managed by a single administrator using a
single interface, your costs of ownership are the lowest of all. From the Subsystem
Management Window, simply right-click the device you want to manage. The FAStT
Storage Manager has been designed for ease-of-use: simple tasks are accomplished
through a series of pop-up windows and complex tasks have an associated wizard
which steps you through the task.
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.................................... Solving Capacity and Utilization Problems

Scenario 2: Solving Capacity and Utilization
Problems

One of the biggest headaches businesses face with their storage is the never ending need to
solve capacity and utilization problems. Servers and applications are frequently added to
the mix of existing applications and their ever growing need for storage.

Balancing the needs of competing users requires the use of a simple but powerful storage
management tool. The difficulty of storage provisioning and balancing is reduced to a
series of tasks that are easily accomplished using the FAStT Storage Manager.

Simply show how FAStT Storage Manager:

Partitions the storage for different host servers

Click on the Mappings tab to list all the hosts for the various logical drives

Easily adds a logical drive for immediate use by a server

Simply right-click on the Unconfigured Capacity icon to create a new logical drive

Easily expands existing arrays by adding one or more disks using Dynamic Array
Expansion

Simply right-click on any array to Add Free Capacity

Easily expands the capacity of a logical drive to deliver more capacity for each
logical drive using Dynamic Volume Expansion

Simply right-click on any logical drive to Increase Capacity

Easily expands system capacity by adding entire sets of drives and drive enclosures

In short, no matter what the capacity or utilization problem is, using FAStT Storage
Manager reduces the problem down to a few FAStT Storage Manager exercises. The
benefit from using this powerful tool is that optimal storage utilization is a few clicks
away.
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Scenario 3: Tuning for Performance

60

Once the issues of capacity and utilization are resolved, there’s the normal day-to-day
concerns of whether the storage subsystem is running optimally. Business applications
only run as fast as their storage.

The FAStT Storage Manager provides a number of tools to monitor performance and tune
the FAStT Storage Server for optimal performance without disruption to the applications

that are accessing the storage. And, over time, to continue to tune storage performance to
overcome a variety of bottlenecks and deliver the desired level of performance.

The FAStT Storage Manager provides an easy-to-use:
e Performance monitoring tool using the Monitor Performance power icon button
e Method of saving performance monitor statistics for long term trend analysis

e Method of cache setting changes to fine tune storage performance of logical drives,
arrays, and controllers

e Changing of Preferred Paths to load balance storage traffic

The FAStT Storage Manager provides a large number of simple, easy-to-use features
which solve just about any performance problems likely to appear. All FAStT Storage
Servers have the ability to dynamically tune the storage subsystem to the level of
performance desired.
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..................................... Adjusting Performance and Data Protection Levels

Scenario 4: Adjusting Performance and Data
Protection Levels

At some point, tuning an existing storage subsystem will reach a plateau — further
performance enhancements will not occur with the existing storage configuration. Or,
within the current storage configuration, there’s the need to increase the level of security
for a group of storage resources. The question is: How easily can this be accomplished?

One of the most effective ways to change performance and security metrics of storage
subsystems is to change the underlying RAID structure of the disk arrays. In conjunction
with the FAStT Storage Manager’s Dynamic Array Expansion feature, provides a simple
and robust method of increasing performance and security of any logical drives.

Examples of this are:
e Adding drives to an array adds performance from more spindles as well as capacity

e Existing logical drives on this expanded array will benefit from the increase in
performance

e Existing logical drives can also benefit from the increased capacity
e Arrays built with RAID level 5 may migrate to RAID 1 for more performance

The FAStT Storage Manager’s ability to dynamically change an array’s RAID level as
well as add drive capacity eliminates the need to shutdown the application and access to
the storage. All of these changes are made while providing continuous data access to the
logical drive by online applications.
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Scenario 5: Reducing the Impact of Hot Backups

62

One significant business problem that IBM FAStT Storage Servers solve is the ever
increasing backup windows of today’s online applications. As databases grow, the time to
backup them up also grows. To the point that there’s a major impact on online applications
whenever backups are taken — response times suffer.

Best practices for virtually of all of today’s databases provide for the ability to copy
critical database files during a hot backup window. Most databases provide a hot backup
window which suspends normal disk I/O to allow an online backup. Within this backup
window, files are copied to online media and from there backups are created. However,
this is a lengthy process, often taking hours to copy files.

FAStT Storage Manager’s FlashCopy feature solves this problem by shortening the hot
backup window. First, the hot backup process is split into two parts. The first part replaces
the file copy with an extremely quick point-in-time copy using FlashCopy. Then, while the
database closes the hot backup window and resumes normal processing of database
transactions, part two executes in parallel by copying the point-in-time FlashCopy to
backup media.

There are numerous benefits to using FlashCopy:

The hot backup window is reduced from hours to under a minute

The vulnerability of the database to failure is reduced
e The backup process reduces the impact of backups on the application

e The backup of the database is performed in parallel while the database continues to
process transactions

e The FlashCopy backup itself is a copy from which recovery can be initiated
e FlashCopys are not permanent and its resources can be re-used again

A simple demonstration of the FAStT Storage Manager’s FlashCopy function will show
the benefits of reducing the impact of hot backups.
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.......................................... Implementing Business Continuity Initiatives

Scenario 6: Implementing Business Continuity
Initiatives

All of a corporation’s business information is mission-critical and crucial to its continued
success. To protect these data assets against unplanned outages and contingencies,
business continuity initiatives focus on minimizing disruptions to data access and reduce
the time to recover to a short period of time as possible.

The goal is to provide adequate levels of data protection for all storage in the data center.

The IBM FAStT Storage Servers with the FAStT Storage Manager provide a wide range of
data protection features to meet every business continuity requirement.

For local data protection, the FlashCopy feature offers rapid point-in-time copies of any
logical drive. Particularly useful in database applications, FlashCopy can shorten the
backup window while optimizing database backups, and with the most recent FlashCopy
logical drive, forms the basis for a quick recovery from any problems affecting the
database application. FlashCopy is also useful for replicating data for recovery purposes in
the event that the original logical drive is no longer available.

Within the data center, IBM FAStT Storage Servers may use the Remote Mirroring feature
to replicate data from one array to another. This allows data protection between storage
subsystems in the event of an outage of a particular storage subsystem.

For longer distances, the Remote Mirroring feature is used to replicate logical drives from
a primary site to a secondary, physically remote, site. This provides the secondary site
with the data necessary for initiating a recovery.

No matter what the business continuity requirements are, the combination of FAStT
Storage Server and FAStT Storage Manager provides all the necessary functionality to
build solutions to handle contingencies ranging from simple outages to disaster recovery
at a secondary site.
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Scenario 7: FAStT Storage Manager Training
Session

64

An effective strategy to win over the prospect is to provide training to the eventual
administrators and managers of the IBM FAStT Storage Server. This will show the ease of
use of the FAStT Storage Manager product as well as ease their concerns about a new
software system to learn. Stressing the ease-of-use design, this course can be tailored to
the specific needs of the group you are training:

Basic operations for their particular environment
Advanced features for when they may need them
Specific operations on

e Growing a volume

e Adding a drive to a volume group
Tuning their storage subsystems

Application specific tips and techniques

This course can be held over several days and is best designed as an interactive exchange
of “How do I ...” topics and exercises that provide best practices for common tasks that
FAStT Storage Manager users will be using.

This strategy has been used successfully on numerous occasions in parallel with the sales
process. It’s an excellent vehicle to step ahead of the competition.
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.......................................................... Using SATA Technology

Scenario 8: Using SATA Technology

Today, enterprises have an almost unquenchable thirst for storage. Enterprise applications
drive this demand—the need to store information is growing at an ever-increasing rate. In
addition, new laws requiring extensive archiving of corporate information also fuel this
demand.

The dilemma is how to keep more data online while keeping costs down.

There is a unique solution to this problem. Online data used in mission-critical
applications employs Fibre Channel drive technology. For data that is less frequently
accessed or requires less performance when accessed, Serial ATA (SATA) drive
technology is an ideal economic alternative.

IBM’s FAStT Storage Servers provide two SATA solutions:

e EXP100 Drive Expansion Units add SATA drive technology to the FAStT line
(FAStT600, FAStT600 Turbo, FAStT700, FAStT900).

e The new FAStT100 provides dedicated SATA drive technology in a compact
configuration.

SATA technology provides an economical alternative to Fibre Channel without sacrificing
management flexibility. SATA provides more online storage capability for data that
doesn’t require the highest levels of performance. Its use as secondary storage provides
much faster access than traditional offline storage.

The FAStT100 is an ideal platform with 3.5TB in a compact 3U package that offers the
lowest cost per MB and capacity expansion to 28TB. It’s an ideal blend of capacity,
performance, manageability, and reliability. Its ability to solve business problems with an
appealing cost advantage makes it an excellent storage solution for applications such as:

e Keeping more information online for quicker access
e Online backups to disk for faster recovery

e Moving data from online databases to data warehouse applications, datamarts, and
Decision Support Systems

e Secondary site storage using remote mirroring for high availability and disaster
recovery requirements
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Scenario 9: Building DR Solutions

66

Protecting corporate data is no easy task. No matter what plans are developed to protect
data assets, there’s still the possibility of a disaster. Developing plans for planned and
unplanned contingencies is the goal of disaster recovery solutions.

Finding the optimal technology to build a robust DR solution is difficult for a number of
reasons. Many solutions are proprietary to the application, the database in use, or the
hardware and OS platform. Other solutions require customization of the application
environment with programming and procedural changes. And others are costly or don’t
scale well.

Storage-based replication offers the highest performance at the lowest cost:
e No impact on server performance.
e No customization of the application or the database.
e Least invasive and disruptive of all solutions.
e Uses the best practices of database backup and recovery.
e Provides scaling across multiple servers and applications.
e Low implementation effort.

Remote Mirroring provides the ability to replicate data as it changes. Mirroring can be
synchronous for keeping two sites in constant synchronization or can be asynchronous for
mirroring data over extended distances.

The ability to dynamically switch from synchronous to asynchronous mirroring (and back)
provides flexibility in designing DR solutions.

IBM FAStT Storage Servers provide the replication technology that builds robust DR
solutions with the least effort and cost.
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Appendix:
Removing the Red “Needs Attention” Icon

The FAStT 900 configured storage subsystem has a built-in “needs attention” warning
which is seen as:

This is simply remedied by clicking on the drive with the yellow icon then select the
Advanced menu item then click on Recovery then Revive then Drive:

SET 900 Configured - IBM FASET Storage Manager 9 (Subsystem Management) =10] x|
Storage Subsystem Wiew Mappings Array LogicalDrive  Controller Drive | Advanced  Help

FEEREE == Y/
.

8 Logicarphysical view | 5 Mappings view | Initialze

Logical hysical

1D Storage Subsystem FASIT 900 Configured

»
| |
Controller Enclosure 0 () =y 5
() Tota Unconfigured Capacity (2,152 GB) & S —— e »
o % Array 1 (RAD 3) L —— ] —— e

Redistribute Logical Drives,
% Aray 2 (RAID 3) o
5 Drive...

Drive Enclosure 1 (Fibre)
TR 5 B 5 5 5 5 5 5 Recorstruct Drive
g % Arvay 4 (RAID 5) E ] Defragmient Arrayi.,
Check Array Redundancy,

(Fbre) Unreadsble Sectors...

- J0080080000000 =

DFEsEl

The next screen will ask for confirmation — simply enter yes into the text box:

% FASLT 900 Configured - Confirn Rey

Improper use of this option could cause data corruption or
clata loss!

Revive a failed drive QMNLY if yvou are instructed to do so
it & recovery gurl procedure or by a Techhical Support
Representative. You cannat cancel this operation after it
starts.

& There will be ho visible progress or change indicated in
the user interface urtil the drive has been revived . Once it
i revived, the drive will change to an optimal status. This
operation should take approximately 20 seconds to
complete. The time is dependent on whether there are
aother WD operations ocourring

Are wou sure you want to continue?

Type yves to confirm that you want to perform this operation.

eS|

OK | Cancel |
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Then you will see:

Q “ Storage Subsystem FASIT 900 Configured

All fixed!
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